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Abstract

This paper provides the practical details required to use the inverse scattering (IST) approach to design selective RF-pulses. As in
the Shinnar–Le Roux (SLR) approach, we use a hard pulse approximation to actually design the pulse. Unlike SLR, the pulse is
designed using the full inverse scattering data (the reflection coefficient and the bound states) rather than the flip angle profile.
We explain how to approximate the reflection coefficient to obtain a pulse with a prescribed rephasing time. In contrast to the
SLR approach, we retain direct control on the phase of the magnetization profile throughout the design process. We give explicit
recursive algorithms for computing the hard pulse from the inverse scattering data. These algorithms are quite different from the
SLR recursion, being essentially discretizations of the Marchenko equations. We call our approach the discrete inverse scattering
transform or DIST. Overall, it is as fast as the SLR approach. When bound states are present, we use both the left and right March-
enko equations to improve the numerical stability of the algorithm. We compute a variety of examples and consider the effect of
amplitude errors on the magnetization profile.
� 2004 Elsevier Inc. All rights reserved.
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1. Introduction

The design of a selective RF-pulse starts with a mag-
netization profile M (m), which is a unit 3-vector valued
function of the offset frequency m. The goal is to find
an RF-pulse B1 (t) that, after rephasing, produces the
specified magnetization profile. If the background field
points along the laboratory z-direction, then the RF-
pulse is of the form

B1ðtÞ ¼ ½eix0tðx1ðtÞ þ ix2ðtÞÞ; 0�: ð1Þ
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Here, and in the sequel, we follow the common practice
in MR of representing the transverse components, i.e., x
and y components, of a 3-vector as a complex number.

In [2], Buonocore showed that essentially all known
methods of direct pulse design could be interpreted as
implementations of the inverse scattering transform for
the spin domain Bloch equation. The algorithms differ
in how they use the input data, M (m), to obtain scatter-
ing data for the Bloch equation and in the numerical
techniques used to solve the inverse scattering problem.
We refer the reader to [2] for detailed descriptions of
these approaches. The inverse scattering approach to
pulse design is described in [1–4,11].

This paper presents a new algorithm for implement-
ing the inverse scattering transform as a method for
selective RF-pulse design. As with the layer stripping
method and the Shinnar–Le Roux algorithm, we employ
a hard pulse approximation. Our approach is, in a real
sense, a synthesis of the SLR method, as described for
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example in [7,13,14], and the inverse scattering ap-
proach. After a rapid review of the concepts used in in-
verse scattering, we give a more detailed comparison of
our algorithm with the earlier approaches. For the most
part we assume that the reader is familiar with [4].

Basic to essentially all direct approaches to pulse de-
sign is the spin domain Bloch equation for a pair of
complex valued functions w (n;t) = (w1 (n;t),w2 (n;t))

dw

dt
ðn; tÞ ¼

�in qðtÞ
�q�ðtÞ in

� �
wðn; tÞ: ð2Þ

If m denotes the offset frequency in the rotating reference
frame, then

n ¼ m
2
; qðtÞ ¼ �ic

2
ðx1ðtÞ � ix2ðtÞÞ; ð3Þ

where x1, x2 come from Eq. (1). The C2-valued function
wð1

2
m; tÞ is the spin domain representation of the magne-

tization state, at time t, of the spins with offset frequency
m. It is usually assumed that q (t) is an absolutely integra-
ble function, in which case, the solution w (n;t) is a con-
tinuous function of t.

1.1. Scattering for the spin-domain Bloch equation

Let w� (n;t) denote the solution of Eq. (2) asymptotic
to [e�int, 0], as t goes to �1. As t fi +1, this solution is
asymptotic to a vector valued function of the form

½aðnÞe�int; bðnÞeint�: ð4Þ
The functions (a (n), b (n)) are the scattering coefficients

defined by q. The reflection coefficient is defined to be

rðnÞ ¼ bðnÞ
aðnÞ : ð5Þ

As noted above, the input to an RF-pulse design prob-
lem is M (n), a unit 3-vector valued function defined
on R. In the spin-domain formalism, the goal of RF-
pulse design is to find q (t) so that the reflection coeffi-
cient satisfies

rðnÞ ¼ MxðnÞ þ iM yðnÞ
1þM zðnÞ

: ð6Þ

In the sequel, the expression ‘‘phase of the magnetiza-
tion profile’’ refers to the phase of Mx (n) + iMy (n),
which equals the phase of r (n).

There are, in fact, infinitely many functions q (t) that
produce a given magnetization profile. The inverse scat-
tering formalism gives a description of the space of such
functions as well as an algorithm, in principle, for find-
ing them. In addition to r (n), for n 2 R, a solution to the
inverse scattering problem is specified by a finite collec-
tion of pairs of complex numbers {(n1,C1), . . .,
(nm,Cm)}. Each pair (nj,Cj) defines a bound state. The
number m can be any natural number or zero, each nj
has positive imaginary part, and each Cj is nonzero.
The data {r (n);(n1,C1), . . ., (nm,Cm)} is called the re-
duced scattering data. The map that goes from this data
to the unique potential it defines is called the inverse
scattering transform (IST). It is described in detail in [4].

1.2. Inverse scattering for the spin-domain Bloch equation

In MR applications one usually assumes that r (n) is a
reasonably smooth function with bounded support. The
IST then produces a reasonably smooth potential with
fairly rapid decay. There are many ways to practically
implement the IST. Among them, the Marchenko equa-
tion formalism, which is described in Sections 5 and 6 of
[4]. Briefly, for each t 2 R, one defines an integral oper-
ator, Ft, acting on L2 ([t,1)). One must then solve an
integral equation, called the Marchenko equation, of
the form

ðIdþ F �
t F tÞktðsÞ ¼ f �ðt þ sÞ: ð7Þ

The function q (t) is then found by setting q (t) =
�2kt (t). In our earlier paper we described an iterative
approach to solving these equations. While, in principle,
this approach should work for any reasonable data, in
practice it is unstable and slow. This is not simply a fault
of our implementation, but rather a reflection of the fact
that, in this context, the IST itself is rather ill condi-
tioned. In this paper, we give the details of an algorithm
for approximately implementing the inverse scattering
transform that is both stable and efficient.

1.3. The hard pulse approximation

As in the SLR and layer stripping approaches, we use
a hard pulse approximation. This means that we design
an RF-envelope that is a series of hard pulses:

qXðtÞ ¼
X1
j¼�1

ljdðt � jDÞ: ð8Þ

Here and in the sequel, the subscript X refers to the se-
quence of coefficients, {lj}. As we explain in the next
two sections, there is a reasonable discrete analogue of
the Bloch equation and both its forward and inverse
scattering theories for potentials of this singular, but
special, form. The scattering coefficients, a and b are
periodic functions of period D�1p, and therefore can
be expressed as functions of w = e2inD. The bound states
are determined by the zeros of a (w) inside the unit disk.
We use this discrete inverse scattering theory to derive
our algorithm.

An advantage of using hard pulses is that, for this
kind of data, the IST can be realized by an exact alge-
braic recursion. One thereby diminishes the instabilities
inherent in the usual iterative numerical approaches to
the Marchenko equation. In practical applications, a
‘‘softened’’ version of qX (t) is actually implemented. In
order for the softened pulse to produce a magnetization
profile close to that produced by qX (t), it is necessary
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that the coefficients {lj} be uniformly small. As these
coefficients are O(D), this reduces to the requirement
that the time step, D, be sufficiently small. This is what
is often called the hard pulse approximation. Given
M (n), a time step D is selected so that M (n) = [0,0,1]
outside the interval ½� p

2D ;
p
2D�. To use the hard pulse

approximation, M is replaced with the 2p-periodic func-
tion defined by

MpðwÞ ¼ M
logw
2iD

� �
with � i logw 2 ½�p; p�: ð9Þ

It is at this point that the different approaches start to
diverge. In the SLR approach the next step is to find a
polynomial B (w), so that |B (w)| approximates

jBðwÞj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�Mp

z ðwÞ
2

r
: ð10Þ

Note that the flip angle profile is given by
u (n) = 2sin�1 (|b(n)|). Finding B (w) is a ‘‘polynomial de-
sign’’ problem. The particular technique used to solve it
determines, implicitly, the phase of B (w). A second poly-
nomial A (w) of the same degree is then determined so
that |A (w)|2 + |B (w)|2 = 1. In the layer stripping method,
one generally finds a polynomial R (w) that approxi-
mates the reflection coefficient r (n) defined in (6). In
our approach we also find an approximation to r (n),
though it is not restricted to be a polynomial in w, and
one is also free to specify the data connected to bound
states. To a limited extent, bound states can also be
incorporated in the layer stripping method, though, to
the best of our knowledge, this possibility has not been
explored in the literature.

In all cases, the final step is to use a recursion to
determine the coefficients {lj} from the scattering data.
Our recursion differs from both the SLR transform and
the layer stripping method as is explained in Section (4).
In SLR, if A and B are of degree N, then the pulse is of
duration ND. Ideally one would like to have

BðwÞ
AðwÞ � r

logw
i2D

� �
: ð11Þ

As explained in [4], by designing |B (w)| as an approxi-
mation to

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1�Mp

z ðwÞÞ=2
p

, with the design technique
determining the phase of B (w), one sacrifices direct con-
trol over the phase of R (w), and hence over the phase of
transverse magnetization profile. For simple pulses this
phase error is often approximately linear over the pass
band and can be diminished by adjusting the rephasing
time.

A principal difference between our approach and the
SLR approach is that we work directly with the reflec-
tion coefficient. To design a minimum energy pulse we
might use a Remez-type algorithm to approximate r

itself by a polynomial function of w. (The Remez
approach to polynomial approximation is described
in [10] and its application to filtering theory in [9].)
To some extent, we sacrifice direct control on the dura-
tion of the pulse. To be more precise: while the full dura-
tion of the pulse is not specified in advance, we do
control the rephasing time of the designed pulse. In
practice, a 90� slice selective pulse designed using the
IST approach has a slightly longer duration than an
SLR pulse with comparable design parameters. Gener-
ally, the IST pulse produces a markedly cleaner, and
more accurate magnetization profile.

In the pulse design problem, only the reflection coef-
ficient is specified. In the inverse scattering problem, one
is also free to specify bound states. The bound states
arise only implicitly in the SLR formalism [8]. More-
over, in the SLR approach, the introduction of bound
states leads to further errors in the phase of the trans-
verse magnetization. In our approach the bound states
are auxiliary data, which do not change the magnetiza-
tion profile. Our algorithm therefore captures the true
nonuniqueness of the solution to the pulse design prob-
lem as explained in [4]. Once a magnetization profile is
fixed, the flexibility in designing different pulses to attain
the target profile lies mostly in the selection of bound
states. While it remains unclear how this should be done,
our algorithm makes it possible to explore the possibil-
ities in a systematic way.

The recursion we use to determine the coefficients {lj}
from r (w) and the bound state data is philosophically
quite different from the SLR recursion. It is inspired by
the Marchenko equation formalism. The introduction
of bound states often leads to ill conditioned problems,
with exponentially growing condition number. An
important aspect of our approach is that we use both
the left and right Marchenko equations, see Section 6
of [4]. While ill conditioned systems still arise, they
remain amenable to recursive numerical solution.

The paper is organized as follows: the next section
introduces concepts and notation connected to the anal-
ysis of hard pulses. In the following section we state dis-
crete versions of the left and right Marchenko
equations. In the continuum case, these equations are
usually stated in the time domain, e.g., see Eqs. (59)
and (68) in [4]. In this paper, we state the discrete
Marchenko equations in the Fourier domain. We use
the Fourier domain formulation because it is simpler
and leads more rapidly to algorithms for obtaining
pulses. An exposition of the Fourier domain approach
for the continuum problem can be found in Chapter II
of [5] or [6]. We next give recursive algorithms to go
from reduced scattering data to the pulse. After deriving
the algorithm, we give a variety of examples. Several
mathematical results are proved in the Appendix.

Conventions used in the figures. The pulse plots are all
in the rotating frame, that is, if, in the laboratory frame
B1ðtÞ ¼ ðx1ðtÞ þ ix2ðtÞÞeix0t, then our plots show x1 (t)
and x2 (t). In most cases only x1 (t) is nonzero. The real
part x1 (t) is shown as a solid line, while the imaginary
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part x2 (t), is shown as a dot-dash line. In the plots of
transverse magnetization profiles the x-component is
shown with a solid line and the y-component with a
dot-dash line. In several plots we show the full magneti-
zation profile; in these plots the z-component is shown
with a dashed line.
2. Scattering theory for hard pulses

For a series of hard pulses, a solution to Eq. (2) is no
longer continuous but instead has jump discontinuities.
These occur at the times, jD, for which lj „ 0. The
evolution of w (n;t), for t in the intervals (jD, (j+1)D), is
simply free precession. With that in mind, we replace
the continuum Bloch equation with a discrete analogue.
A bi-infinite sequence of pairs of complex valued func-
tions (Aj (w),Bj (w)) solves the discrete Bloch equation
with potential qX (t), given in Eq. (8), if, for each j 2 Z

and w on the unit circle, we have

Ajþ1ðwÞ
Bjþ1ðwÞ

� �
¼

aj �b�
j

wbj waj

" #
AjðwÞ
BjðwÞ

� �
: ð12Þ

This equation is equivalent to Eq. (18) in [2]. Here

bj ¼
l�
j

jljj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� cos jljj

2

r
;

aj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� jbjj

2
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cos jljj

2

r
:

ð13Þ

Up to a normalization, this is nothing but the relation
describing the jumps, at integer multiples of D, in the
distributional solution of the Bloch equation with the
potential qX (t).

As with the continuum case, the scattering and inverse
scattering theories for this recursion equation rely on the
possibility of finding solutions to Eq. (13), normalized as
j goes to ±1, with analyticity properties in w. Under
mild hypotheses on the coefficients {lj}, there are unique
solutions [A±,j (w), B±,j (w)] to Eq. (13) such that

lim
j!1

Aþ;jðwÞ
Bþ;jðwÞ

� �
¼

1

0

� �
; lim

j!�1

A�;jðwÞ
B�;jðwÞ

� �
¼

1

0

� �
: ð14Þ

The functions fA�;jðwÞ;w�1B�;jðwÞ;A�
þ;jðwÞ;B�

þ;jðwÞg
have analytic extensions to the unit disk. These analytic-
ity properties mirror those of the normalized solutions
to the continuum Bloch equation and are essential for
the success of the inverse approach.

The analogue of the scattering operator is easiest to
express in terms of the 2 · 2 matrices

V �;j ¼
A�;jðwÞ �B�

�;jðwÞ
B�;jðwÞ A�

�;jðwÞ

" #
w�j=2 0

0 wj=2

" #
: ð15Þ

In [6] it is shown that there are functions a (w), b (w) so
that
jaðwÞj2 þ jbðwÞj2 ¼ 1 ð16Þ
and, for any j 2 Z, and w on the unit circle we have the
relation

sXðwÞ ¼
aðwÞ �b�ðwÞ
bðwÞ a�ðwÞ

� �
¼ V �

þ;jV �;j: ð17Þ

The matrix sX (w) is the discrete analogue of the scatter-
ing matrix. As in the continuum case, the function a (w)
has an analytic extension to the unit disk and finitely
many zeros. Moreover a (0) is a positive real number.
We define the reflection coefficient as the ratio

rðwÞ ¼ bðwÞ
aðwÞ : ð18Þ

If {f1, . . .,fm} are the zeros of a in the unit disk, then, as
in the continuum case, using Eq. (16), a can be deter-
mined from r

aðwÞ ¼
Ym
k¼1

jfkj
fk

fk � w
1� f�kw

� �
exp � ~Pþ½logð1þ jrðwÞj2Þ�

� �
;

ð19Þ
see Eq. (4) in [4]. The action of the operator ~Pþ is easily
expressed in terms of Fourier series as follows:

~Pþ
X1
n¼�1

fnwn

 !
¼ 1

2
f0 þ

X1
n¼1

fnwn: ð20Þ

If f (w) is a function on the unit circle, then ~Pþf ðwÞ is the
part of f with an analytic extension to the unit disk.

The potential qX (t) is not quite determined by the
reflection coefficient r (w) and the locations of the zeros
of a (w) inside the unit disk. As in the continuum case,
one also needs to specify m nonzero complex numbers,
{c1, . . .,cm}, which we call the discrete norming constants.
The collection of data

rðwÞ for jwj ¼ 1 and fðf1; c1Þ; . . . ; ðfm; cmÞg ð21Þ
is called the reduced scattering data. In the next section
we show how to reconstruct a hard pulse from such a
collection of data.

If the pulse qX (t) is finite sum with N terms, then it is
easy to compute that

a ¼
XN�1

n¼0

ajwj and b ¼
XN�q

j¼1�q

bjwj: ð22Þ

The significance of the number q is that this pulse re-
quires q rephasing time steps, of length D, to achieve
the magnetization profile specified by r (w) = b (w)/
a (w). This is the sort of data that arise in SLR pulse
design. More generally a hard pulse of the form

qXðtÞ ¼
Xq�1

j¼�1
ljdðt � jDÞ; ð23Þ

requires q rephasing time steps and has scattering data
of the form
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a ¼
X1
n¼0

ajwj and b ¼
X1
j¼1�q

bjwj: ð24Þ

Data of the type given in Eq. (24) naturally arise in IST
pulse design. As jfi �1 the coefficients {lj} typically
tend to zero very rapidly. Hence, the pulse can be trun-
cated to have finite length without significantly altering
the magnetization profile. We return to this question
in Section (4.3). For a general bi-infinite hard pulse,
the scattering coefficients are of the form

a ¼
X1
n¼0

ajwj and b ¼
X1
j¼�1

bjwj: ð25Þ

Data of this sort arise when one seeks to specify the
bound state data in a manner unconnected to the reflec-
tion coefficient. In all cases the coefficients a (w), b (w)
satisfy Eq. (16).

To complete our discussion of scattering theory, we
state the analogue of the energy formula for a contin-
uum pulse given in [4,12]:

X1
j¼�1

logð1þ jcjj
2Þ ¼ 1

2p

Z 2p

0

logð1þ jrðeihÞj2Þdh

� 2
Xm
k¼1

log jfkj; ð26Þ

Here {f1, . . .,fm} are the zeros of a (w) in the unit disk
and

cj ¼
bj

aj
; ð27Þ

see Eq. (13). Provided that |cj| < 1, lj can be recovered
from cj by using the formula

lj ¼
c�j
jcjj

arcsin
2jcjj

1þ jcjj
2
: ð28Þ

In the absence of bound states, a related, though some-
what less explicit formula appears in [7]. This formula
and the facts from scattering theory enumerated above
are proved in [6].
3. Inverse scattering theory for hard pulses

In this section, we state an analogue of theMarchenko
equations for obtaining a hard pulse with given reduced
scattering data. We call our new method, the discrete
inverse scattering transform or DIST. In this section we
assume that the reduced scattering data is given. A reader
unconcerned with the mathematical details leading up to
the DIST recursion may safely skip to Section 4.

3.1. The discrete inverse scattering approach

In the discrete inverse scattering approach, the input
data is a reflection coefficient r (w), which is defined as a
Fourier series on the unit circle, along with data specify-
ing the bound states, {(f1,c1), . . ., (fm,cm)}. In this paper,
we assume that the {fk} are distinct points in the unit
disk. The general case is treated in [6]. In the remainder
of this section we present analogues of the Marchenko
equations in the Fourier domain. In the continuum case,
this is Eq. (5) in [2].

The method we give for obtaining X from sX (w)
works with arbitrary scattering data; it does not re-
quire a (w) and b (w) to be polynomials. Given the
reflection coefficient, as a Fourier series, this method
is also recursive, though the actual recursion is quite
different from that used in SLR. Our algorithm makes
extensive usage of the projection operators, P±. We de-
fine these operators acting on functions defined on the
unit circle |w| = 1. In terms of Fourier series they are
given by:

P�
X1
n¼�1

fnwn

 !
¼
X�1

n¼�1
fnwn and

Pþ
X1
n¼�1

fnwn

 !
¼
X1
n¼1

fnwn:

ð29Þ

The projection P+ projects onto functions with an ana-
lytic extension to the unit disk vanishing at w = 0,
whereas P� projects onto functions with an analytic
extension to the exterior of the unit disk vanishing at
w =1.

3.2. The right discrete Marchenko equation

We now state the right discrete Marchenko equations
in the Fourier domain. To do so, we define a collection
of functions frjðwÞ : j 2 Zg using the reflection coeffi-
cient r (w) and the pairs in (21): for j 2 Z define

rjðwÞ ¼ P�ðrðwÞwj�1Þ �
Xm
k¼1

ckf
j�1
k

w� fk
: ð30Þ

If there are no bound states then the finite sum in Eq.
(30) is absent. The right discrete Marchenko equations
are:

Aþ;j ¼ Âþ;jð0Þ þP� rjðw�1Bþ;jÞ�
� 	

; ð31Þ

w�1Bþ;j ¼ �P� rjA
�
þ;j

� �
: ð32Þ

These equations can be combined into a single equation:

ð1þPþr�jP�rjÞ
wB�

þ;j

Âþ;jð0Þ

 !
¼ �Pþr�j : ð33Þ

A detailed derivation of these equations in given in [6].
It is not difficult to prove that Eq. (33) has a unique

solution. Using the inverse of the recursion in Eq.
(12), and the fact that the constant term of B+,j (w) must
vanish we see that
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cj ¼
B̂þ;jð1Þ
Âþ;jð0Þ

: ð34Þ

Thus cj could be obtained from the first Fourier coeffi-
cient of the solution to the Marchenko equation (33).
The pulse could then be computed using Eq. (28). One
could therefore generate the pulse by solving the equa-
tions in (33) directly. We show in Section 3.4 that there
is a recursive algorithm for determining cj. This algo-
rithm is much more efficient and stable than directly
solving Eq. (33).

3.3. The left discrete Marchenko equation

Eq. (33) is the discrete analogue of the right March-
enko equation. As in the continuum case, there is also
a left Marchenko equation. When there are nontrivial
bound states, it is important to use both equations to
control the instability that arises from these ill condi-
tioned linear systems. In this section we state the ana-
logue of the left Marchenko equation, which gives a
recursion for determining {cj} in terms of A�,j and B�,j.

The left Marchenko equation is

ð1þPþs�jP�sjÞ
B�;j

Â�;jð0Þ

 !
¼ �Pþs�j ; ð35Þ

where:

sðwÞ ¼ �b�ðwÞ
aðwÞ ;

sjðwÞ ¼ P�ðsw�jÞ �
Xm
k¼1

~ckf
�j
k

w� fk
:

ð36Þ

Here the ‘‘left norming constants,’’ f~ckg are given by

~ck ¼ � f�1
k

ck½a0ðfkÞ�2
: ð37Þ

The left equation becomes necessary in circumstances
where the right equation becomes numerically unstable,
e.g., when there are bound states. In order for the solu-
tion obtained using the left equation to match up with
that obtained using the right equation, it is very impor-
tant that s (w) and f~ckg are computed accurately. Note
that the coefficients f~ckg depend upon {a 0 (fk)}. The
evaluation of these derivatives is often the most delicate
and demanding step in utilizing the left equation. In gen-
eral this is not possible if one does not know the exact
locations of the roots. In Section 4.2, we give a represen-
tation for the right scattering data with an algorithm to
accurately and efficiently determine the left scattering
data.

3.4. A recursive algorithm for DIST

We now give a recursive algorithm for the determina-
tion of {cj}. Equation (12) can be rewritten:
Aþ;j

Bþ;j

� �
¼ aj

1 c�jw
�1

�cj w�1

" #
Aþ;jþ1

Bþ;jþ1

� �
: ð38Þ

Plugging this formula into Eq. (32) and using the fact
that, P�rjw = rj+1, we get

�cjAþ;jþ1 þ w�1Bþ;jþ1 ¼ �wP�rjA
�
þ;jþ1

� cjwP�rjðw�1Bþ;jþ1Þ�: ð39Þ

Examining the constant coefficient of both sides of this
equation we find that

�cjÂþ;jþ1ð0Þ¼�F ðrjA�
þ;jþ1Þð�1Þ� cjFðrjwB�

þ;jþ1Þð�1Þ ð40Þ
¼�F ðwrjA�

þ;jþ1Þð0Þ� cjF ðwrjwB�
þ;jþ1Þð0Þ: ð41Þ

Here FðhÞðnÞ denotes the coefficient of wn in the Fourier
series of h. Solving for cj gives:

cj ¼
F ðwrjA�

þ;jþ1Þð0Þ
Âþ;jþ1ð0Þ � Fðwrjðw�1Bþ;jþ1Þ�Þð0Þ

: ð42Þ

Thus we can reconstruct A+,j and B+,j from A+,j+1 and
B+,j+1 by using this expression for cj along with the
recursion 38. To begin the recursion, we assume that,
at a sufficiently large value of j = q:

Aþ;qðwÞ � 1;

Bþ;qðwÞ � 0:
ð43Þ

The pulse is then obtained using Eq. (28). If the pulse re-
quires q rephasing time steps then the � in Eq. (43) is
actually an equality.

One can now appreciate a fundamental difference be-
tween the SLR recursion, the layer stripping method and
the DIST recursion. As explained on p. 474 in [2], the
SLR transform and layer stripping method both begin
using all the scattering data and the recursion peels it
away. Using DIST we start with Eq. (43), so the initial
data is trivial. Our recursion uses the scattering data to
build up the solution. This shows that our method is in-
deed a different algorithm from those previously known.

Applying the method employed above with the left
Marchenko equation, we obtain

�c�j�1 ¼
FðwsjA�;j�1Þð0Þ

Â�;j�1ð0Þ � FðwsjB�;j�1Þð0Þ
: ð44Þ

Starting with A�, j�1 and B�, j�1, one can reconstruct
{cj} and A�, j and B�, j from s and fðfk;~ckÞg, using
(44), with the recursion (12). This recursion starts at a
sufficiently negative value of j where we approximate
A�, j and B�, j to be 1 and 0, respectively.

In the context of the present discussion, the reflection
coefficient r (w), on the unit circle, and the bound states
are entirely independent of one another. This possibility
is another feature that is unique to our algorithm. In this
generality it is difficult to retain control on the duration
of the pulse, when there are bound states. In applica-
tions to MR, the reflection coefficient extends as a mer-
omorphic function with poles in the unit disk. The data
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specifying the bound states is often taken from the sin-
gular parts of r at these poles. In this way one regains
some control on the duration of the pulse.
4. Practical pulse synthesis

In the previous section we derived recursions for
determining the coefficients {cj}, which in turn gives
the desired hard pulse. What remains is to describe
how to obtain a pulse starting from an ideal magnetiza-
tion profile Mi (n) on the real axis, and data specifying
bound states. We first describe the data for the right
Marchenko equation. The calculation of the data for
the left equation is described in the next section.

From Eq. (6), we see thatMi (n) defines an ideal reflec-
tion coefficient, ri (n). The first step is to approximate
ri (n), on a fixed finite interval, by a Fourier series in
w = e2inD. To find a minimum energy pulse, we approxi-
mate ri by a function r with a Fourier series of the form

rðwÞ ¼
XM
j¼1�q

r̂ðnÞwn: ð45Þ

Note that wq � 1r (w) is a polynomial, so r (w) could be
found using a Remez-type algorithm. One specifies tran-
sition widths, and in-slice and out-of-slice ripples. These
parameters, along with the rephasing time, are of course
related. In general, once the rephasing time is fixed then,
within certain bounds, two of the other three parameters
can be specified. These parameter relations are described
in detail in [7], see also Section 5. The pulse defined by
r (w) alone (without any bound states) has q rephasing
time steps.

Note that, under the map n´ e2inD, the upper half
plane maps to the unit disk. The time spacing, D must
be chosen so that the range of frequencies of interest lies
in an interval of the form I = [� (2D)�1p, (2D)�1p]. The
ideal reflection coefficient is assumed to vanish outside
this interval. For applications, such as self refocused
pulses, different sorts of approximations may be more
appropriate. We return to this in Section 4.2.

4.1. The explicit algorithms

In Eqs. (42) and (44) we give expressions for the coef-
ficients {cj} that involve computing Fourier transforms.
These formulas can be made much more explicit by
introducing the right and left Marchenko kernels. Given
r (w), as a Fourier series and pairs {(f1,c1), . . ., (fm,cm)},
describing the bound states, the right Marchenko kernel
is defined to be

f ðnÞ ¼ r̂ðnÞ �
Xm
k¼1

ckf
�n
k for n 2 Z: ð46Þ

Note that the finite sum is exponentially decreasing as n
tends to �1 and exponentially increasing as n tends to
+1. It is this exponential growth that necessitates the
introduction of the left Marchenko equation when there
are nontrivial bound states. After determining a (w),
b (w), (via Eqs. (18) and (19)), and therefore s (w), and
the left norming constants (via Eq. (37)), the left March-
enko kernel is given by

gðnÞ ¼ ŝðnÞ �
Xm
k¼1

~ckf
�n�1
k for n 2 Z: ð47Þ

The role of the bound states in the structure of the
Marchenko kernels exactly parallels the situation in
the continuum theory. Putting the pieces together, we
can write down the explicit algorithms in terms of the
left and right Marchenko kernels. We need to select a
starting point for each recursion. If we have fixed the
rephasing time, so that f (n) = 0 for n 6 �q then we take
Nmax = q. Otherwise we check the coefficients f (n), and
choose Nmax so thatX1
n¼Nmax

jf ð�nÞj ð48Þ

is smaller than a fixed tolerance � > 0. Generally speaking
g (n)will not vanish for sufficiently negative n. The starting
point for the left recursion is therefore selected according
to the latter criterion: we choose Nmin < 0 so that

XNmin�1

n¼�1
jgðnÞj < �: ð49Þ

With these choices we start the recursion by setting:

ðrightÞ
Kþ;Nmaxð0Þ ¼ 1; Kþ;NmaxðnÞ ¼ 0 for n > 0;

Lþ;NmaxðnÞ ¼ 0 for n P 0;




ðleftÞ
K�;Nmin

ð0Þ ¼ 1; K�;Nmin
ðnÞ ¼ 0 for n > 0;

L�;Nmin
ðnÞ ¼ 0 for n P 0:



ð50Þ

Then, with the formulas:

cj ¼
P1

n¼0f ð�n� jÞKþ;jþ1ðnÞ
Kþ;jþ1ð0Þ �

P1
n¼0f ð�n� jÞLþ;jþ1ðnÞ

; ð51Þ

� c�j�1 ¼
P1

n¼0gð�nþ j� 1ÞK�;j�1ðnÞ
K�;j�1ð0Þ �

P1
n¼0gð�nþ j� 1ÞL�;j�1ðnÞ

; ð52Þ

aj ¼ ð1þ jcjj
2Þ�1=2

;

we have the recursions:

ðrightÞ

Kþ;jðnÞ¼ aj Kþ;jþ1ðnÞþ cjLþ;jþ1ðnÞ
� �

for nP 0;

Lþ;jðnÞ¼ aj �c�j Kþ;jþ1ðn�1ÞþLþ;jþ1ðn�1Þ
h i

for nP 1;

Lþ;jð0Þ¼ 0:

8>><
>>:

ðleftÞ
K�;jðnÞ¼ aj K�;j�1ðnÞ� c�j�1Lþ;j�1ðnÞ

h i
for nP 0;

L�;jðnÞ¼ aj cj�1K�;j�1ðn�1ÞþL�;j�1ðn�1Þ
� �

for nP 1;

L�;jð0Þ¼ 0:

8>><
>>:

ð53Þ
These formulas allow for a recursive determination of
the coefficients {lj} defining the hard pulse with the gi-
ven scattering data.
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A good rule of thumb for switching from the right to
left recursion is to switch at an index j0 for which

X1
n¼j0þ1

jf ð�nÞj �
Xj0�1

n¼�1
jgðnÞj: ð54Þ
4.2. Bound states with specified rephasing time

In the generality described in Section 4.1, one does
not have direct control over either the rephasing time
or the duration of the pulse. If there are no bound states,
then approximating ri by a Fourier series of the type gi-
ven in Eq. (45) leads to a pulse with q rephasing steps. If
one wishes to use bound states, then they must be se-
lected carefully, to retain control over the rephasing
time. In this case, the data describing the bound states
is usually derived from the approximation of the reflec-
tion coefficient itself. To be able to use the left equation
accurately, it is better to describe the approximation to r

in a slightly different way.
If one wishes to include bound states, then, instead of

using a polynomial to approximate ri (n), we approxi-
mate it by a rational function

rðwÞ ¼ P ðwÞ
QðwÞ ; ð55Þ

so that r (w)wq � 1 is analytic, and nonvanishing in a
neighborhood of 0. To that end, one determines loca-
tions, {f1, . . .,fm}, for the zeros of Q (w) (in addition to
the zero at w = 0), and looks for a rational function,
having poles in that set, which gives an ‘‘optimal’’
approximation to ri. One can do this iteratively, moving
the poles to obtain a better approximation to ri, subject
to a constraint like

�
Xm
j¼1

log jfjj 6 E; ð56Þ

so as to not introduce too much additional energy. An
example of an algorithm for doing this is given in Sec-
tion 6.1.

Specifying the locations of the zeros of Q (w), in ad-
vance, removes the burden of trying to locate the zeros
of a (w), a posteriori. In practice, it is very difficult to
determine these zeros accurately enough to use the left
equation. In the Appendix we explain how to find a
polynomial D (w), so that, Q (w)/D (w) is analytic in the
unit disk, positive at w = 0 and, for w on the unit circle,
we have

P ðwÞ
DðwÞ



2

þ QðwÞ
DðwÞ



2

¼ 1: ð57Þ

Hence, a = Q/D and b = P/D are rational functions. In
this case, the bound states are given by the zeros
{f1, . . .,fm} of Q (w) in the set {w: 0 < |w| < 1}. If the
pulse is to have q rephasing time step, then Q (w) must
have a zero of order q � 1 at zero. With the right nor-
ming constants defined to be

ck ¼
PðfkÞ
Q0ðfkÞ

; ð58Þ

it follows from the assumption that wq � 1r (w) is ana-
lytic in a neighborhood of 0 that rj (w) = 0, for
j P q � 1. The data for the left Marchenko equations
is determined using Eqs. (36) and (37). The left norming
constants are

~ck ¼ � fkD
2ðfkÞ

P ðfkÞQ0ðfkÞ
; ð59Þ

and

sðwÞ ¼ � P �ðwÞDðwÞ
QðwÞD�ðwÞ : ð60Þ
4.3. Pulse length determination for IST pulses

As noted earlier, for an IST pulse the sequence {lj} is,
in principle, nonzero as j tends to �1. In practice, one
selects a tolerance to cut the pulse off at a finite j. In this
section, we illustrate the effects on the magnetization
profile of truncating IST pulses. For this purpose we be-
gin with a minimum energy 90� pulse designed to have a
bandwidth of 2 kHz, a transition width of 0.3 kHz and
3 ms of rephasing time. The out of slice ripple is set to
0.01. This pulse was obtained using only the recursion
coming from the right Marchenko equation. For a pulse
such as that shown in Fig. 1A, the ‘‘Connolly wings’’ are
the abrupt jumps in amplitude near the start and finish
of the pulse profile. In this example, we see that cutting
off the part of the pulse prior to the first Connolly wing
leads to a very small in-slice phase error, without any
noticeable effect on the selectivity of the pulse. In our
experience, this is typical of minimum energy pulses.
Pulses with bound states may not have Connolly wings
and we do not yet have a good theory for how they
should be truncated.

Fig. 1A shows the ‘‘reference’’ pulse, which is suffi-
ciently long to achieve the design specifications. In Figs.
1C and E, we have cut off the indicated amounts from
the left-side of the pulse in Fig. 1A. In Figs. 1B, D,
and F we show the transverse profiles that result from
these pulses. As we see in the next section, a truncated
IST pulse still gives better control of the in-slice phase
than a comparable SLR pulse.
5. A comparison of SLR and DIST pulse design

We compare the SLR and DIST approaches for
designing a minimum energy, 90� pulse in terms of the
standard design parameters, in-slice error, out-of-slice
error, and transition width. The pass bandwidth is fixed



Fig. 1. A 90� DIST pulse with rephasing time = 3.0 ms, transition width = 0.3 kHz, and d2 = 0.01. (A) The untruncated pulse, (C) The pulse in (A)
truncated by 1.75 ms. (E) The pulse in (A) truncated by 3.57 ms. The corresponding transverse profiles are shown in (B, D, and F).
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at 2 kHz in all these examples. The ideal in-slice magne-
tization profile is

MIðmÞ ¼
0

1

0

2
64
3
75 for jmj < 1� s

2
ð61Þ

and the ideal out-of-slice magnetization profile is

MIðmÞ ¼
0

0

1

2
64
3
75 for jmj > 1þ s

2
: ð62Þ

The number s > 0 is called the transition width. We
compare the accuracy of the two approaches using the
following parameters:

d1 ¼ in-slice error in Mz ð63Þ
d2 ¼ out-of-slice error in jMx þ iMy j: ð64Þ
Minimum energy SLR pulses are usually designed so
that B (w) has ‘‘linear’’ phase. As explained in [4], this
implies that qX (t) is an even function of time. For such
a pulse, the rephasing time equals half the duration of
the pulse. This is also why SLR pulses of this type pro-
duce a phase error in the magnetization profile. Because
they do not introduce this phase error, pulses designed
using the DIST method are usually not time symmetric.
The DIST pulses tend to be a little longer than twice the
rephasing time.

In Fig. 2, we compare pulses with the same band-
width, transition width, out-of-slice error, and duration.
For each of the two methods, the in-slice error d1 is a
function of the out-of-slice error d2. The DIST pulse
has been truncated; the SLR pulse is then designed using



Fig. 2. Comparison of 90�, equiripple SLR and DIST pulses, with equal durations of 6.6 ms, transition width = 0.3 kHz, and d2 = 0.05. (A, C, and
E) Come from the SLR-pulse and (B, D, and F) from the DIST-pulse; (A and B) show the pulse profiles, (C and D) the longitudinal profiles, and
(E and F) the transverse profiles.

72 J. Magland, C.L. Epstein / Journal of Magnetic Resonance 172 (2005) 63–78
the design parameters (out-of-slice error, transition
width, etc.) realized by the truncated IST pulse. The
SLR pulse has been rephased to produce the minimum
in-slice phase error. For the SLR pulse, the out-of-slice
excitation has both Mx and My components, with a
fairly complicated phase relation. This makes it some-
what less apparent that this is, in fact, an equiripple
pulse.

In Fig. 3 we compare pulses, with identical design
parameters, intended to excite two disjoint in-phase

bands. The SLR pulse is designed using a linear phase
B. Figs. 3A and B show the pulses, and Figs. 3C and
D show the transverse magnetization profiles. For Fig.
3C, the SLR pulse is rephased so that the two bands
are in phase. This leads to a much larger phase error
than produced by the DIST pulse. The DIST pulse has
slightly more out-of-slice excitation. In Fig. 3E we show
the result of rephasing the SLR pulse so that the phase
within each band is as close to constant as possible.
The phase error within each band is still worse than that
produced by the DIST pulse, moreover, the bands are
now out of phase with respect to one another. While it
may be possible to obtain an SLR pulse that does not
produce these phase errors (see the end of this section),
the problems encountered here do not arise in the DIST
approach.

In the SLR method, one uses the Remez-type algo-
rithm to design a real periodic function

BðwÞ ¼
Xq�1

j¼1�q

bjwj; ð65Þ

such that B �
ffiffi
2

p

2
in-slice, and B � 0 out-of-slice. The

polynomial A is then defined by



Fig. 3. Comparison of dual band SLR and DIST pulses, with equal design parameters. (A, C, and E) Come from the SLR-pulse, while (B and D)
come from the DIST-pulse; (A and B) show the pulse profiles, (C and D) the transverse profiles. The SLR pulse is rephased in (C) so that the two
bands are optimally in phase with one another. (E) The result of rephasing the SLR pulse so that the each band has approximately constant phase.
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AðwÞ ¼ exp ~Pþ½logð1� jbðwÞj2Þ�
h i

: ð66Þ

The Remez-type algorithm requires as input the ratio of
the following two parameters:

d1;b ¼ in-slice error in B; ð67Þ

d2;b ¼ out-of-slice error in B: ð68Þ
One can check that d1 and d2 are related to these param-
eters as follows:

d1 ¼ 2
ffiffiffi
2

p
d1;b þ d21;b; ð69Þ

d2 ¼ 2d2;b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d22;b

q
: ð70Þ

When the rephasing time q and the transition width s
are fixed, d1, b is a function of d2, b. An approximate for-
mula for this relationship is given in [9]. Therefore, for
the SLR method, d1 is a function of d2, when q and s
are fixed.
The reasoning is similar for the DIST method: one
uses Remez-type algorithm to design a real periodic
function, R (w) as an approximation to r

RðwÞ ¼
Xq�1

j¼1�q

rjwj; ð71Þ

such that R � 1 in-slice, and R � 0 out-of-slice. A
Remez-type algorithm requires as input the ratio of
the following two parameters:

d1;r ¼ in-slice error in R; ð72Þ

d2;r ¼ out-of-slice error in R: ð73Þ

One can check that d1 and d2 are related to these param-
eters as follows:

d1 ¼
d1;r þ 1

2
d21;r

1� d1;r þ 1
2
d21;r

; ð74Þ
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d2 ¼
2d2;r

1þ d22;r
: ð75Þ

Again, when the rephasing time q and the transition
width s are fixed, d1, r is a function of d2,r. Therefore,
for the DIST method, d1 is a function of d2, when q
and s are fixed. Note that for a DIST pulse the rephas-
ing time tends to be a little less than half the duration of
the pulse.

More generally, the reflection coefficient, r might be a
complex valued function. One then uses a complex Re-
mez-type algorithm to find the equiripple approximant,
R (w) for r. The phase response of the pulse designed
using R (w) as the input to the DIST then accurately re-
flects the phase of the target profile. In principle, one
could also use a complex Remez-type algorithm with
the SLR transform as follows: Using Eq. (40) in [4]
one determines the scattering coefficient a from r. Next
one uses a complex Remez-type algorithm to find the
equiripple polynomial approximant B (w) to b = ra. Fi-
nally, using a Hilbert transform, one determines the
polynomial A (w). In practice this turns out to be an
unstable procedure. It is hard to get the ratio B (w)/
A (w) to be as accurate an approximation to r as R (w).
In applications where precise control of the phase of
the magnetization profile is important, e.g., half pulse
design, the DIST provides an alternative to SLR. The
computational requirements of the two algorithms are
essentially identical. The price one pays for the phase
control provided by the DIST pulse is usually a slightly
longer duration pulse.
6. Further examples

This sections contains several more examples illus-
trating different features of the DIST approach. In Sec-
tion 6.1, we compare the effect of B1 amplitude errors on
the magnetization profiles produced by several self refo-
cused pulses. In Section 6.2, we give pulses with arbi-
trarily specified bound states. To the best of our
knowledge, this is something that can only be done with
the DIST.

6.1. Self-refocused pulses

In some applications it is desirable to use a self-refo-
cused pulse, or a pulse with no rephasing time. It is
important to understand the relationships between pulse
energy, pulse duration, and the accuracy of the approx-
imation. For example, the more poles we allow r (w) to
have, the better the approximation can be. However,
according to Eq. (26), each added pole costs energy. In
this section, we describe how to practically design rela-
tively low-energy, self-refocused pulses. Thus far, no
one has presented a technique for finding pulses of this
sort using the SLR approach. They could also be com-
puted using the rational function algorithm described
in [2,11].

Let ri be the ideal reflection coefficient, as a function
of the offset frequency m. For example, for a selective 90�
pulse, we might have

riðmÞ ¼
1 if jmj < 1;

0 if jmj > 1:



ð76Þ

The goal is to approximate ri, in a neighborhood of
m = 0, by a function r of w = eimD, which is meromorphic
in the unit disk and analytic at the origin. In this case,
we design r (w) as a real valued rational function of w,
with simple poles. It is awkward to do this directly, since
ri is a function of m. As a practical alternative, we
first approximate ri (m) by a rational function ~rðmÞ of
the form

~rðmÞ ¼
Xm
j¼0

Cj

m� gj
þ

C�
j

m� g�j

" #
ð77Þ

for g1, . . .,gm in H, the upper half complex plane. We
then define

rðwÞ ¼
Xm
j¼0

iCjD

1� eigjDw�1
� iCjD

2
þ

�iC�
jD

1� e�ig�jDw
�
�iC�

jD

2

� �
:

ð78Þ
Notice that, for m in a fixed interval r (eimD), can be made
arbitrarily close to ~rðmÞ by taking D small enough. The
contribution of the bound states to the energy of the de-
signed pulse is then approximately 4

Pm
k¼1Igk. With this

choice of bound state data, the right Marchenko kernel,
f (n) vanishes for n > 0.

There are many possible techniques for choosing the
rational function ~rðmÞ. The method we use to compute
the examples shown in Fig. 4 is to first fix m, the number
of the poles, and then constrain the locations of the indi-
vidual poles to lie in certain subsets of the upper half
plane. A Newton type algorithm is then used to deter-
mine the precise locations of the poles and the norming
constants so that the L2 norm of the error j~r � ~rij is
made as small as possible. As is often the case when
using rational approximations (instead of polynomials),
this optimization problem has many local minima, pro-
ducing dramatically different pulses. All the pulses pro-
duce essentially the same magnetization profile. In
general, poles close to the x-axis add relatively little en-
ergy, but tend to result in longer pulses, whereas poles
with large imaginary parts tend to yield shorter, high en-
ergy pulses. The pulses designed here have much less
additional energy, due to bound states, than the exam-
ples given in [11].

The poles (that is the {gj} in Eq. (77)) for Fig. 4A are
located at {0.35i ± 0.9, 0.4i ± 0.15}, for Fig. 4B at
{0.4i ± 0.4, 0.3i ± 0.85}. These are shown in Fig. 5.
Figs. 4C and D show the transverse profiles produced



Fig. 4. Two self refocused 90� pulses. The pulses shown in (A and B) were designed by using different rational approximations, r (w) for the desired
reflection coefficient. The poles of r (w) in the unit disk were then used to define the bound states. As expected this produces a pulse which requires no
rephasing time. Both pulses have a duration between 4 and 5 ms. (C and D) The transverse magnetization profiles produced by these pulses. (E and
F) The transverse profiles obtained if the pulses are scaled by 0.9. The locations of the poles are shown in Fig. 5.

Fig. 5. The locations of the poles for the pulses shown in Figs. 4A and
B, with (A), ·; (B), s.
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by these pulses and Figs. 4E and F the transverse pro-
files when the amplitudes of the pulses are scaled by
0.9. These pulses are considerably more sensitive to
amplitude errors than a comparable minimum energy
pulse. The total energies for these pulses are
2.0374 kHz2ms for (a) and 1.9096 kHz2ms for (b). A
comparable minimum energy pulse has total energy
0.1347 kHz2ms.

The B1-amplitude error causes the self refocused
pulses to become less selective and decreases the in-slice
phase control. The effects on the two pulses are quite dif-
ferent, with the higher energy pulse faring worse. Self
refocused pulses are less sensitive to a small T2 than a
minimum energy pulse would be. In the interest of sav-
ing space we do not show an example of this effect.
While we do not yet know how to design ‘‘optimal’’ self
refocused pulses, the DIST algorithm makes it possible
to empirically study this problem. The problem of how
best to use rational functions to approximate a function,
for the purposes of RF-pulse design, is an interesting
new direction for research.
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6.2. Arbitrary bound states

Our last group of examples demonstrates that arbi-
trary bound states can be incorporated using the DIST
approach. Fig. 6 shows two pulses, and the transverse
magnetization profiles they generate. Each pulse is gen-
erated using a single reflection coefficient, along with
data specifying bound states. The bound states in these
examples are specified in terms of the continuum inverse
scattering data, i.e., the location of the poles and nor-
ming constants, {(gj,Cj)}, as in Eq. (77). The pulses
are evidently quite different from one another, but none-
theless, produce the same transverse magnetization pro-
file. While pulses with bound states unconnected to the
reflection coefficient may not have immediate applica-
tions in MR, the design of such pulses is a unique capa-
bility of the DIST approach that we wanted to
demonstrate.
Fig. 6. Two 90� pulses illustrating the possibility of adding arbitrary bound
profile data with the indicated bound states. To the right of the pulse is the tr
Bound states located at 0.5i � 0.5 and 0.5i with norming constants: 1 and 1,
These are shown in (E) with (A), · and (C), s.
7. Conclusion

In this paper, we have derived a practical algorithm
which implements the approach to pulse design via the
inverse scattering transform described in [4]. The algo-
rithm uses the idea of the hard pulse approximation,
which is also employed in the layer stripping and SLR
approaches. There are two principal differences: (1)
We work, throughout the design process, with the full
magnetization profile. In most implementations of
SLR only the flip angle profile is used, and direct control
on the phase of the transverse magnetization is difficult
to attain. (2) We use a different recursive algorithm to
recover the hard pulse from the scattering data. This
algorithm, which is a discrete version of the Marchenko
equation formalism from inverse scattering theory, al-
lows for the inclusion of arbitrary bound states. In com-
puter trials we have found our recursion to be as fast as
states. These pulses were obtained by augmenting the magnetization
ansverse magnetization profile it generates (B and D), respectively. (A)
(C) bound states located at i � 1, i + 1, with norming constants i and i.
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the standard SLR approach. By using both the left and
right Marchenko equations, we are able to control the
instabilities, described in [4], which arise in the solution
of the pulse synthesis problem when bound states are
present.

We call our approach the discrete inverse scattering
transform or DIST. Using the DIST, we recover the full
range of the solutions to the pulse design problem, pres-
ent in the continuum model. In particular, for a fixed
magnetization profile, there is an infinite dimensional
space of DIST pulses that produce the desired profile.
The DIST is the first efficient and stable ‘‘general pur-
pose’’ approach to pulse design. Using it one can obtain
all pulses one could obtain using earlier approaches, in
addition one is now free to explore the effects of adding
bound states.

Earlier approaches to pulse design made extensive
usage of an analogy between pulse design and FIR filter
design. While there are points of contact between the
two subjects, and the approximation techniques devel-
oped for filter design are an essential component of
pulse design, the two subjects are essentially different.
The pulse design is highly nonlinear, with an infinite
dimensional space of solutions to each and every prob-
lem. This nonuniqueness is entirely lost in the filtering
analogy. Beyond any technical advances, we feel that
the most important lesson we have learned is that the in-
verse scattering formalism provides the correct concep-
tual framework and language for pulse design. The
bound states present a great opportunity for new solu-
tions to old problems as well as entirely new avenues
of research. To make significant progress in this field,
we will need to come to grips with this fundamental fea-
ture of the pulse design problem. The DIST provides the
practical tools needed to begin a systematic study of
these questions.
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Appendix A. Rational reflection coefficients

Let r (w) be a rational function and let a (w) and b (w)
be functions, with a (w) analytic in the unit disk, and
nonvanishing at 0, such that, on the unit circle, we
have

jaðwÞj2 þ jbðwÞj2 ¼ 1 and rðwÞ ¼ bðwÞ
aðwÞ : ðA:1Þ

In this Appendix we show that a (w) and b (w) are
rational functions.
Proof. Since r is a rational function we can write

rðwÞ ¼ P ðwÞ
QðwÞ ; ðA:2Þ

where P (w) and Q (w) are polynomials with no common
zeros. By the lemma below, we can express

P �P þ Q�Q ¼ ~D
� ~D; ðA:3Þ

where ~D is a polynomial that does not vanish in the unit
disk. Let q denote the order of vanishing of Q (w) at
w = 0 and set DðwÞ ¼ wq ~DðW Þ. We let

AðwÞ ¼ QðwÞ
DðwÞ ; BðwÞ ¼ PðwÞ

DðwÞ ; ðA:4Þ

so that r ¼ B
A and |A|2 + |B|2 = 1. Furthermore, A (w) is

analytic in the unit disk, with A (0) „ 0. It follows that
a (w) = eiuA (w) for a real constant u. This phase is
determined so that a (0) is a positive real number. h

Lemma 1. If P (w),Q (w) are polynomials without com-

mon zeros, then there exists another polynomial ~D ðwÞ,
which does not vanish in the unit disk, such that, on the
unit circle, we have

~D
� ~D ¼ P �P þ Q�Q: ðA:5Þ

Proof. Let F (w) = P*P + Q*Q. It has the form

F ðwÞ ¼
Xn
j¼�n

cjwj; ðA:6Þ

which factors as

F ðwÞ ¼ k
Ym
k¼1

ðw� akÞ
Ym
k¼1

ðw�1 � a�kÞ: ðA:7Þ

Here the {ak} lie inside the unit disk. The function has
this form because it is real on the unit circle. In this case
k is a positive real number, and we set

~DðwÞ ¼
ffiffiffi
k

p Ym1

k¼1

ð1� wa�kÞ: � ðA:8Þ

We finish this Appendix by showing how, in practice,
~DðwÞ is determined. The function logF (w) extends to de-
fine an analytic function in a neighborhood of the unit
circle, with

log F ðwÞ ¼
X1
n¼�1

bnwn: ðA:9Þ

One can show that

P�ðow log F ÞðwÞ ¼
Xm
k¼1

1

w� ak
� m

w
: ðA:10Þ

Integrating this expression along the unit circle, from 1
to w, we obtain that
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Ym
k¼1

ðw� akÞ ¼ wm exp
X�1

n¼�1
bnwn

 !" #
�m

: ðA:11Þ

Here the notation [Æ]�m is defined by

X�1

n¼�1
anwn

" #
�m

¼
X�1

�m

anwn: ðA:12Þ

The polynomial ~DðwÞ is readily determined onceQm
k¼1ðw� akÞ is known. Observe that all that is required

is the computation of the Fourier coefficients
{b�1, . . .,b�m}, which can be done quickly, with very
high precision, using the FFT.
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